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A Write-Friendly and Cache-Optimized Hashing
Scheme for Non-Volatile Memory Systems
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Abstract—Non-volatile memory technologies (NVMs) are promising candidates for building future memory systems, due to their
advantages of high density, high scalability, and requiring near-zero standby power, while suffering from the limited endurance and
asymmetric properties of reads and writes, compared with traditional memory technologies including DRAM and SRAM. The significant
changes of low-level memory devices cause nontrivial challenges to high-level in-memory and in-cache data structure design due to
overlooking the NVM device properties. In this paper, we study an important and common data structure, hash table, which is
ubiquitous and widely used to construct the index and lookup table in main memory and caches. Based on the observations that
existing hashing schemes cause many extra writes to NVMs, we propose a cost-efficient write-friendly hashing scheme, called path
hashing, which incurs no extra writes to NVMs while delivers high performance. The basic idea of path hashing is to leverage a novel
hash-collision resolution method, i.e., position sharing, which meets the needs of insertion and deletion requests without extra writes to
NVMs. By further exploiting double-path hashing and path shortening techniques, path hashing delivers high performance of hash
tables in terms of space utilization and request latency. Nevertheless, the original path hashing has low utilization of each cache line for
small items, causing low cache efficiency. We hence propose a cache-optimized path hashing to pack multiple cells in the same path
together and store them into one cache line, thus improving the cache line utilization to obtain higher performance. We have
implemented path hashing and used a gemb5 full system simulator with NVMain to evaluate its performance in the context of NVMs.
Extensive experimental results demonstrate that path hashing incurs no extra writes to NVMs, and achieves up to 95 percent space
utilization ratio as well as low request latency, compared with existing state-of-the-art hashing schemes. We have released the source

code of path hashing for public use at github.

Index Terms—Non-volatile memory, hashing scheme, write endurance, collision resolution

1 INTRODUCTION

OVER the past few decades, traditional memory technol-
ogies including DRAM and SRAM, have been used as
the main memory and on-chip caches in the memory hierar-
chy, which however suffers from the increasing leakage
power dissipation and limited scalability [1], [2]. To address
this problem, non-volatile memory (NVM) technologies,
e.g., phase-change memory (PCM), resistive random access
memory (ReRAM), and spin-transfer torque RAM (STT-
RAM), are considered as promising candidates of next-gen-
eration memory [3], [4], due to their advantages of high den-
sity, high scalability, and requiring near-zero standby
power [5], [6], [7]. NVMs can be directly accessed through
the memory bus by using CPU load and store instructions
due to the byte-addressable property, avoiding the over-
head of block-based interfaces [2], [8], [9], [10], [11]. NVMs
however have the limitations in terms of write endurance
and performance. NVMs typically have limited write
endurance, e.g., 107 — 10® writes for PCM [12]. The writes
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on NVMs not only consume the limited endurance, but also
cause higher latency and energy than reads [13].

With the significant changes of memory characteristics in
computer architecture, an important problem arises [2], [8],
[9], [10], [11], ie., how could in-memory and in-cache data
structures be modified to efficiently adapt to NVMs? This paper
focuses on the hashing-based data structures. The reason is
that hashing-based data structures are able to provide fast
query response with the constant-scale lookup time com-
plexity [14], which are much faster than tree-based data
structures with the average O(log(V)) lookup time complex-
ity where N is the size of data structures. Hence, hashing-
based data structures are ubiquitous and widely used to
construct the index and lookup table in main memory appli-
cations, such as main memory databases [15], [16], [17], [18],
[19] and key-value stores [20], [21], [22], e.g., Redis [23] and
Memcached [24]. As NVMs are expected to replace DRAM
as main memory on which these main memory applications
are built, it is important to design NVM-friendly hashing
schemes. Designing hashing schemes on traditional DRAM
memory mainly considers two performance parameters,
including space utilization and request latency [25]. Com-
pared with DRAM, one main challenge in designing NVM-
friendly hashing schemes is to cope with the limited write
endurance and intrinsic asymmetric properties of reads and
writes. NVM writes incur much higher latency G.e.,
3 — 8X [26]) and energy than reads, as well as harm the lim-
ited endurance. Hence, one important design goal of NVM-
friendly hashing schemes is to reduce NVM writes, while
delivering high performance.

1045-9219 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


https://orcid.org/0000-0001-7730-3796
https://orcid.org/0000-0001-7730-3796
https://orcid.org/0000-0001-7730-3796
https://orcid.org/0000-0001-7730-3796
https://orcid.org/0000-0001-7730-3796
mailto:

986 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL.29, NO.5, MAY 2018

Hash collisions are difficult to be fully avoided in hash-
ing-based data structures due to probabilistic property [27].
However, the methods for dealing with hash collisions in
traditional hashing techniques [25], [28], [29], [30], [31]
usually result in many extra writes, i.e., a single insertion
request to hash table writes multiple items in NVMs, which
are not friendly to the NVM write endurance. For example,
chained hashing [28] deals with hash collisions via storing
the conflicting items in the linked lists, which not only
writes the inserted items themselves but also modifies
the pointers of other items. Cuckoo hashing [25] deals with
hash collisions via evicting the items in the conflicting posi-
tions, causing many data movements.

In this paper, we present a write-friendly hashing
scheme, called path hashing [32], for NVMs to minimize the
writes while efficiently dealing with the hash collisions.
Path hashing leverages a novel solution, i.e., position shar-
ing, for dealing with hash collisions, which is not used in
any previous hashing schemes. Storage cells in the path
hashing are logically organized as an inverted complete
binary tree. The last level of the inverted binary tree, i.e., all
leaf nodes, is addressable by the hash functions. All nodes
in the remaining levels are non-addressable and considered
as the shared standby positions of the leaf nodes to deal
with hash collisions. When hash collisions occur in a leaf
node, the empty standby positions of the leaf node are used
to store the conflicting items. Thus insertion and deletion
requests in path hashing only need to probe the leaf node
and its standby positions for finding an empty position or
the target item, resulting in no extra writes. In summary,
the main contributions of this paper include:

e We investigate the influence of existing hashing
schemes on the writes to NVMs based on both
empirical analysis and experimental evaluation. Our
main insights include most of existing hashing
schemes usually result in many extra writes to
NVMs. It is necessary to improve existing hashing
schemes to efficiently adapt to NVMs.

e We propose a novel write-friendly hashing scheme,
i.e., path hashing, which leverages position sharing
technique to deal with hash collisions, allowing
insertion and deletion requests to incur no extra
NVM writes. By further exploiting double-path
hashing and path shortening techniques, path hash-
ing delivers high performance of hash tables in terms
of space utilization ratio and request latency.

e We propose a cache-optimized path hashing to
improve the cache line utilization of memory accesses
in path hashing. Cache-optimized path hashing
divides the binary tree into many subtrees and then
packs the cells in each subtree together and stores
them in the contiguous memory space. Hence, a single
memory access can prefetch multiple cells belonging
to the same path, which reduces the number of mem-
ory accesses to obtain higher performance.

e We have implemented path hashing and evaluated it
using the gemb full system simulator [33] with
NVMain [34]. Experimental results show that path
hashing incurs no extra writes to NVMs, and
achieves up to 95 percent space utilization ratio as

well as low request latency, compared with existing
state-of-the-art hashing schemes. We have released
the source code of path hashing at github [35].

The rest of this paper is organized as follows. Section 2
presents the background and motivation. Sections 3 and 4
respectively describe the design of path hashing and cache-
optimized path hashing. Section 5 presents the evaluation
methodology and results. Section 6 discusses the related
work and Section 7 concludes our paper.

2 BACKGROUND AND MOTIVATION

In this section, we introduce the background of non-volatile
memory technologies and existing hashing schemes. We
then analyze the influence of existing hashing schemes on
the number of NVM writes.

2.1 Non-Volatile Memory Technologies

Unlike traditional DRAM and SRAM using electric charges,
emerging non-volatile memory technologies, e.g.,, PCM,
ReRAM, and STT-RAM, use resistive memory to store infor-
mation, which have higher cell density and near-zero leakage
power. Hence, NVMs have been considered as promising
candidates of next-generation main memory and caches [5],
[6], [7]1. Moreover, since NVMs have lower read/write
latency and higher endurance than flash, some work [36],
[37], [38] considers using NVMs in the external storage to
replace/complement the flash-based SSDs or to store the
metadata in SSDs.

PCM exploits the resistance difference between amor-
phous and crystalline states in phase change materials to
store binary data, e.g., the high-resistance state represents
‘0", and the low-resistance state represents ‘1’. The cell of
ReRAM typically has the Metal-Insulator-Metal structure
which can be changed between a high-resistance state (rep-
resenting ‘0’) and a low-resistance state (representing ‘1’).
STT-RAM is a magnetic RAM which switches the memory
states using spin-transfer torque.

Although different materials and technologies are used
in these NVMs, some common limitations are shared. First,
they all have the intrinsic asymmetric properties of reads
and writes. Write latency is much higher than read latency
(i.e.,, 3 —8X) [5], [6], [26], and writes also consume higher
energy than reads. Second, NVMs generally have the lim-
ited write endurance, e.g., 107 — 10% writes for PCM [12].
Therefore, NVM systems are designed to reduce writes.

2.2 Existing Main Hashing Schemes

Hashing-based data structures have been widely used to
construct the index or lookup table in the main memory [15]
and caches [39], due to fast query response and constant-
scale addressing complexity. Hash collisions, i.e., two or
more keys being hashed to the same cell, are practically
unavoidable in hashing-based data structures. Typical
examples of existing hashing schemes to deal with hash col-
lisions are described as follows.

Chained hashing stores the conflicting items in a linked list
and links the list to the conflicting cell [28]. Chained hashing
is popular due to the simple data structure and algorithms.
However, when querying an item, the chained hashing
needs to scan the list that is linked with the cell. The
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Fig. 1. Existing main hashing schemes.

querying performance is poor when the linked lists are too
long. Moreover, the chained hashing also inherits the weak-
nesses of linked lists in heavy space overhead of pointers
when storing small keys and values.

Linear probing needs to probe the hash table for the closest
following empty cell when the hash computation results in
a collision in a cell. To search a key x, linear probing
searches the cell at index h(z) and the following cells,
h(z) + 1, h(x) +2,.. ., until observing either the cell with the
key x or an empty cell. Deleting an item in linear probing is
complicated, which needs to rehash/move multiple items
to fill the empty positions in the lookup sequence [30].

Robin Hood hashing [31] is an interesting extension of lin-
ear probing. The insertion operation in Robin Hood hashing
is different from linear probing. A new item can displace an
already inserted item, if its probe sequence length is larger
than that of the item at the current position. The probe
sequence length (PSL) is defined as the length of the probed
cell sequence when inserting or searching an item. The
insertion operation with displacements can reduce the
worst-case search time. The query and deletion operations
are the same as those of linear probing.

2-choice hashing uses two different hash functions A, (z) and
ha(x) to compute two positions for each item [28]. An inserted
item is stored in any one empty position between the two
positions. The insertion fails when both positions are occu-
pied. The query and deletion are simple, which only need to
probe two positions. However, the space utilization is usually
low due to only two positions used to deal with hash colli-
sions for an inserted item which are easily both occupied.

Cuckoo hashing uses d (d > 2) hash functions to compute d
positions for each item. The inserted item is stored in any
one empty position among the d positions. If all the d posi-
tions are occupied, cuckoo hashing randomly evicts the
item in one of d positions. The evicted item further searches
the empty position in its d positions. Cuckoo hashing has
higher space utilization than 2-choice hashing due to evic-
tions, and achieves constant lookup time, i.e., probing d
positions. However, the frequent evictions for inserting an
item usually result in high insertion latency and possible
endless loop [25], [40], [41]. In practice, d = 2 is most often
used due to sufficient flexibility when using only two hash
functions [20], [42].

X
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2.3 The Influence of Existing Hashing Schemes
on NVMs

Designing hashing schemes on traditional memory technol-
ogies, i.e., DRAM and SRAM, mainly considers two perfor-
mance parameters, including space utilization and request
latency [25]. When designing hashing schemes on NVMs,
the third important parameter, i.e., the number of NVM
writes, should be also considered due to the intrinsic asym-
metric properties and the limited write endurance of
NVMs. We analyze the influence of existing hashing
schemes on the number of NVM writes.

In the chained hashing, when inserting and deleting an
item in the linked list, besides changing the item itself, the
pointers of other items also need to change, which results in
extra writes to NVMs. For example, as shown in Fig. 1a,
when deleting the item d, the pointer of a should point to e.

In the linear probing, when removing an item, the follow-
ing multiple items move forward, which results in multiple
NVM writes. In Fig. 1b, a, d, and e have the same hashing
positions, i.e., h(a) = h(d) = h(e) = 1. When deleting item q,
d moves to the position 1 and e moves to the position 2.

In the Robin Hood hashing, inserting a new item may dis-
place multiple items, which results in multiple NVM writes.
For example, as shown in Fig. 1c, when inserting a new item
2 whose hash position is 1 into the hash table, Robin Hood
hashing probes the items in the position 1 and following
positions until finding an item b whose PSL is smaller than
that of 2. Robin Hood hashing displaces b with a and further
inserts b. Moreover, the deletion operation in the Robin
Hood hashing also needs to move multiple items, causing
multiple NVM wrrites, like linear probing.

2-choice hashing does not cause extra NVM writes, due to
only probing two locations for inserting/deleting an item as
shown in Fig. 1d.

In the cuckoo hashing, during inserting an item, multiple
items are evicted and rewritten to new positions. When the
hash table has a high load factor, e.g., > 50 percent, an inser-
tion usually causes tens of eviction operations, which results
in the corresponding number of NVM writes. As shown in
Fig. 1le, when inserting the item «, both hashing positions,
i.e., 1 and 4, are occupied. Cuckoo hashing randomly evicts
the item in one of the two positions, e.g., b. b further searches
its another hashing position, 7. If the position 7 is also
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TABLE 1
Comparisons of Different Hashing Schemes

Hashing Extra Load Cache
Schemes Writes Factor Utilization
Chained Hashing Yes High Low
Linear Probing Yes High High
Robin Hood Hashing Yes High High
2-choice Hashing No Low Low
Cuckoo Hashing Yes Medium Low
Path Hashing (PH) No High Low
Cache-optimized PH No High High

occupied, the data item in 7 will be evicted. The eviction
operations may be endless, called endless loop. If endless
loop occurs, the size of hash table needs to be extended and
all stored items are rehashed. We also evaluate these hashing
schemes in experimental evaluation in terms of the number
of NVM writes as shown in Section 5.2.1.

Table 1 shows a high-level comparison among existing
hashing schemes and path hashing in terms of extra NVM
writes, load factor and CPU cache utilization. In summary,
most existing hashing schemes incur extra writes which are
not friendly to the NVM write performance and endurance.
Even though not causing extra NVM writes, 2-choice hashing
has extremely low space utilization as evaluated in Section
5.2.2, since only two positions for an item are used to deal
with hash collisions. The space utilization (i.e., the achieved
maximum load factor) is a very important parameter espe-
cially in the context of space-limited NVM caches and main
memory. Hence, it is important for designing a hashing
scheme to minimize the NVM writes while ensuring the high
performance in terms of space utilization and request latency.

3 THE DESIGN OF PATH HASHING

In this section, we present the path hashing, which lever-
ages position sharing technique to deal with hash collisions
without extra NVM writes, and double-path hashing and
path shortening techniques to deliver high performance in
terms of space utilization and request latency.

Path hashing leverages position sharing to allocate several
standby cells for each addressable cell in the hash table to
deal with hash collisions. The addressable cells in the hash
table are addressable by the hash functions and the standby
cells are not addressable. When the hash collisions occur in
an addressable cell in the hash table, the conflicting items
can be stored in its standby cells. An insertion/deletion
request only needs to search an addressable cell in the hash
table and its standby cells for an empty position or the target
item, without extra writes. The standby cells of each address-
able cell in the hash table are shared by other addressable
cells, which prevents uneven hashing to produce lots of
empty standby cells, thus improving the space utilization.
An addressable cell and all its standby cells are likely to be
occupied, which results in insertion failure. Path hashing lev-
erages double-path hashing to compute two addressable cells
for each item by using two hash functions, which further
alleviates hash collisions and improves space utilization.
Moreover, a read request needs to probe multiple standby
cells in two paths to find the target item. Path shortening is
proposed to reduce the number of probed cells in a request.

Fig. 2. An illustration of path hashing architecture with L = 3.

We present the physical storage structure of path hashing in
Section 3.4, which allows that all nodes in a read path can be
accessed in parallel with the constant-scale time complexity.

3.1 Position Sharing

Path hashing leverages a novel collision-resolution scheme
to deal with hash collisions, i.e., position sharing. Storage
cells in the path hashing is logically organized as an
inverted complete binary tree. As shown in Fig. 2, the
binary tree has L + 1 levels ranging from the root level 0 to
the leaf level L. Only the leaf nodes in the level L can be
addressable by the hash functions, i.e., addressable cells. The
nodes in the remaining levels ranging from level 0 to level
L — 1 are the shared standby positions to deal with hash col-
lisions, i.e., standby cells. When an item is inserted into an
occupied leaf node /, path hashing searches for an empty
standby cell in the path-f. Path-¢ is defined as the path
descending from the occupied leaf node / to the root.

For example, as shown in Fig. 2, a new item z is hashed
in the position of the leaf node 2. If the leaf node 2 is occu-
pied, path hashing scans the path-2 from the leaf node 2 to
the root for an empty position. Path hashing leverages the
overlaps among different paths to share the standby posi-
tions in the level 0 to level L — 1. As shown in Fig. 2, each
node in the level 2 is shared by two leaf nodes to deal with
hash collisions. Each node in level 1 is shared by four leaf
nodes. The root node is shared by all leaf nodes.

Insertion and deletion requests in path hashing only
need to read the nodes in a path for finding an empty posi-
tion or the target item, which hence do not cause any extra
writes. The nodes in the levels from 0 to L — 1 are shared to
deal with hash collisions, which prevents uneven hashing
to produce lots of empty standby cells, thus improving the
space utilization.

3.2 Double-Path Hashing

Since a path in the binary tree only has L + 1 positions, the
use of one path can only deal with at most L hash collisions
in an addressable position. The hashing scheme using
one path fails when more than L + 1 items are hashed into
the same position. To address this problem, we propose the
double-path hashing which uses two hash functions for each
item in the path hashing. Different from 2-choice hashing
which seeks two cells for an item using two hash functions,
double-path hashing seeks two paths.

As shown in Fig. 3, a new item x has two hashing posi-
tions, i.e., 2 and 5, computed by two different hash func-
tions, hy(z) and hy(x). The item z is inserted into an empty
position between the leaf nodes 2 and 5. If both nodes are
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Fig. 3. Anillustration of path hashing (L = 3) with two hash functions.

occupied, the path hashing simultaneously scans the path-2
and path-5 to find an empty position. It is important that
the two hash functions should be independent and not
related with each other.

To avoid the overlap of the two paths for a key, we keep
its first path (path-¢;) in the first half part of the path hash-
ing and its second path (path-/,) in the second half part, via
the following computation:

Zl = h1 (Z‘)%Qlﬁl

Zg == hQ(I)%QL_l + 2L_1 (1)

Based on the position sharing, double-path hashing can
further alleviate the hash collisions via providing more
available positions for conflicting items. Moreover, due to
the randomization of two independent hash functions, the
two paths for an inserted item have no empty position with
a low probability, which enables path hashing to maintain a
high space utilization, as evaluated in Section 5.2.2.

When there is no empty position in the corresponding
two paths for an inserted item, an insertion failure occurs.
In that case, the hash table should be resized. We create a
new hash table whose size is double of the old one, and
then iteratively rehash all key-value items in the old hash
table into the new one, like the resizing schemes in existing
work [43], [44], [45].

3.3 Path Shortening

For the path hashing with L + 1 levels, each query request
needs to probe two paths with L + 1 nodes. We observe that
the nodes in the bottom levels of the inverted binary tree
provide a few standby positions to deal with hash collisions,
while increasing the length of the read path. For example,
the level 0 only contains 1 position but adds by 1 in the
length of the read path, as shown in Fig. 4.

To reduce the length of the read path, we propose the
path shortening to reduce the number of read nodes in a read
path. Path shortening removes multiple levels in the bottom
of the inverted binary tree and only reserves several top

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
\\\\r“/”” \\\\\F‘(/”’
i i

Level L
Level 3
Level 2
Level 1

Level 0 !

Fig. 4. An illustration of path hashing (L = 4) with path shortening.

-
Level L-k

Level L Level L-1

Fig. 5. Physical storage structure of path hashing.

levels. For a query request which is hashed in the leaf ¢,
path hashing only reads the nodes in the reserved levels in
the path-¢, which reduces the length of the read path. As
shown in Fig. 4, the levels 0 and 1 are removed. The levels 2,
3, and 4, are reserved levels. When reading a path, e.g.,
path-4, we only read the nodes in the reserved levels 2, 3,
and 4 in the path. Removing the bottom levels reduces the
length of paths, which however reduces the number of posi-
tions to deal with hash collisions, thus decreasing the space
utilization of hash table. We investigate the influence of the
number of reserved levels on space utilization as shown in
Section 5.2.3, and observe that reserving a small part of lev-
els can also achieve a high space utilization in path hashing.

3.4 Physical Storage Structure

Even though storage cells in path hashing are logically orga-
nized as a binary tree, the physical storage structure of path
hashing does not require pointers. Unlike the traditional
binary tree built via pointers, the path hashing can be stored
in a flat-addressed one-dimensional structure, e.g., a one-
dimensional array. Fig. 5 shows the physical storage struc-
ture of the path hashing with L+ 1 levels and k+1
reserved levels (k < L). The leaf nodes in the level L are
stored in the first 2L positions in the one-dimensional struc-
ture. The level L — 1 is stored in the following 2/~! posi-
tions, and so on. The removed bottom levels by path
shortening do not need to be stored. In the storage structure,
given a leaf node /, it is easy to find all nodes of the path-£ in
the one-dimensional structure, as described in Algorithm 1.

Algorithm 1. Computing the Storage Locations of All
Nodes in Path-£

Input: The number of levels L + 1, the number of reserved
levels k£ + 1, and the leaf node ¢ (stored in the /-th position in
the one-dimensional structure);

Output: The storage locations of all nodes in path-¢: P[]

1: Pl0]=¢

2: for (i =1;i < k+1;i++) do
3 0= 1Y

4 P[Z] =/ 4 2L+1 _ 2L7i+1

5: return P[]

The flat-addressed storage structure allows all nodes in a
path to be read in parallel from NVMs since the node
accesses are independent to each other, which has the con-
stant-scale time complexity. The node access pattern of path
hashing is different from that of chained hashing in which
the nodes in a chain can only be sequentially accessed. For
example, as shown in Fig. 1, for a query request to position
2, the chained hashing first reads a and then obtains the
storage position of d according to the pointer stored in a.
The storage position of e can be only obtained by the pointer
stored in d. The structure of linked lists in the chained hash-
ing results in low access performance.
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3.5 Operations

For a path hashing with L +1 levels and k+ 1 reserved
levels (k< L), its physical storage structure is a one-
dimensional array with 2141 — 2% cells. Each cell stores a
< key, value, token >, where the token denotes whether the
cell is empty or not, e.g., ‘token == 0’ represents empty and
‘token == 1’ represents non-empty. Path hashing determines
whether a cell is empty by checking the value of its token.
We present the practical operations in path hashing includ-
ing insertion, query and deletion.

3.5.1 Insertion

For inserting a new item < Key, Value >, path hashing first
computes two locations, ¢; and ¢, by using two different
hash functions, k() and hs(), as shown in Algorithm 2. If an
empty cell exists in the leaf nodes ¢; and /; in the level L,
path hashing inserts the new item into the empty cell and
changes the token of the cell to ‘1. If both the two leaf nodes
are non-empty, path hashing further iteratively checks the
nodes of path-¢; and path-/; in the next level until finding
an empty cell. In Algorithm 2, Path-£(i) denotes the node of
path-¢ in the level i, whose storage location in the one-
dimensional array can be computed by Algorithm 1.

Algorithm 2. Insert(Key, Value)

1: 61 = hl(KEy)%2L71
2: 42 = }LQ(KEy)%2]’71 —+ 2L71
3:for(i=L;i > L—k—1,i——)do
4:  if Path-¢,(i) '= NULL then
5 Insert < Key, Value > in Path-¢, (i)
6 Return TRUE
7. if Path-ly(i) '= NULL then
8
9
10:

Insert < Key, Value > in Path-£5(i)
Return TRUE
Return FALSE

3.5.2 Query

In the query operation, path hashing first computes its two
paths, path-/; and path-/,, based on the key of the queried
item. Path hashing then checks the nodes of two paths from
the level L to level L — k until finding the target item, as
shown in Algorithm 3. If the item can not be found in the
two paths, it means the item does not exist in the hash table.

Algorithm 3. Query(Key)

1: 41 = hy(Key)%25 !

2: fz = hg(Key)%ZL‘l + ol-1

3:for(i=L;i > L—k—1,i——)do

4:  if Path-¢,(i) '= NULL && Path-{,(i).key == Key then
5: Return Path-{; (i).value
6
7
8

if Path-05(i) '= NULL && Path-l5(i).key == Key then
Return Path-£y(1).value
: Return NULL

3.5.3 Deletion

In the deletion operation, path hashing first queries the cell
storing the item to be deleted, and then deletes the item
from the cell by changing the token of the cell to ‘0’, as
shown in Algorithm 4.

3.6 Time Complexity Analysis

For a path hashing with L + 1 levels and & + 1 reserved lev-
els (k < L) that has a total of N = 251 — 2% storage cells,
we analyze the average access time complexity and the
worst-case access time complexity respectively.

Algorithm 4. Delete(Key)

1: 4y = hy(Key) %25

2: ly = hQ(KEy)%QIﬁl + oL-1

3:for(i=L;i > L—k—1,i——)do

4:  if Path-¢, (i) '= NULL && Path-¢,(i).key == Key then
5 Delete the item in Path-{; (i)

6 Return TRUE

7. if Path-05(i) = NULL && Path-{s(i).key == Key then
8

9

0:

Delete the item in Path-£5(i)
Return TRUE

10: Return FALSE

Average Access Time Complexity. When searching, insert-
ing, or deleting a key-value item, path hashing traverses the
corresponding two paths for finding the item from the top
level to the bottom level. Hence, the access time is different
when the item is stored in different levels. For example,
when the item is stored in the level L, the access time is at
most 2 (memory accesses) due to traversing two cells in the
two paths; when the item is stored in the level L —1, the
access time is at most 4; when the item is stored in the level
L — 2, the access time is at most 6; and so on. Hence, for an
item stored in level i, the relationship between its access
time (7;) and its storage location (level ) is obtained:

T, =2(L+1—1) (2)

Moreover, the probability that an item is stored in the
level i is proportional to the number of cells in the level :.
For example, the path hashing has a total of
N = 2541 —2L7F cells and the level L has 2 cells. Thus the
probability that an item is stored in the level L is % More-
over, it is easy to obtain that the probability (P(7)) that an
item is stored in the level 7 is,

2 2i

P(i) = N T oL+l _ oLk

3)
From Equations (2) and (3), we obtain the expectation of the

average access time (Er) for searching, inserting, or deleting
an item in the path hashing:

Er

Il
M-
fae|
s

4)

Il
-
~
h
+
:

I
=2

From Equation (4), we obtain the average access time com-
plexity is O(4) ~O(1), ie. the constant-level time
complexity.

Worst-Case Access Time Complexity. In the worst case for
searching, inserting, or deleting an item, path hashing needs
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Level L

Level 3

Level 2

Level 1

Fig. 6. An illustration of cache-optimized path hashing with L = 4, k = 4
andm = 2.

to traverse all cells in the corresponding two paths. Path
hashing has k+ 1 levels and thus the two paths contain
2(k+ 1) cells where k is a constant. Hence, the worst-case
access time complexity is O(2(k + 1)), i.e., the constant-level
time complexity.

4 CACHE-OPTIMIZED PATH HASHING

In this section, we present the cache-optimized path hashing
which aims to organize the storage cells of path hashing in
the cache-optimized format.

Cache hierarchy is used in computer architectures to
bridge the speed gap between CPU and main memory. Due
to the high latency of main memory accesses, the CPU cache
efficiency is important to the performance of main memory
data structures [9], [46]. A cache is organized in cache lines.
A cache line is the basic transferring unit between the last
level cache and main memory, which is the same as a page in
the disk system. The typical size of a cache line is 64 bytes.
The CPU accesses a cache line that is available in the cache,
called a cache hit. Otherwise, the cache line has to be loaded
from main memory, called a cache miss, which is much more
expensive than a cache hit in terms of access latency.

Current key-value stores, e.g., memcached and MemC3,
are typically dominated by the small items whose sizes are
smaller than a cache-line size [20], [47]. Most existing hash-
ing schemes, such as chained hashing [28] and 2-choice
hashing [48], suffer from low cache efficiency due to the ran-
domization of hash functions and the low utilization of a
cache line for such small items. The original path hashing
also has the same problem. For example, in the original stor-
age structure of path hashing as shown in Fig. 5, when the
CPU accesses the leaf cell ‘0" with a small item, the follow-
ing leaf cell ‘1" or more cells are loaded to the cache due to
belonging to the same cache line. However, only the data in
leaf cell ‘0" is useful and the remaining leaf cells in the cache
line are not used, which causes a low cache line utilization.

To improve the cache efficiency, we propose a cache-opti-
mized path hashing to pack multiple cells in the same path
together and store them in one cache line. To achieve this
goal, cache-optimized path hashing divides the binary tree
into many subtrees with m levels and then packs the cells in
each subtree together and stores them in the contiguous mem-
ory space. Hence, a single memory access can prefetch multi-
ple nodes belonging to the same path, which reduces the
number of memory accesses to obtain higher performance.

To better present cache-optimized path hashing, we give
an illustration as shown in Fig. 6. This is a path hashing
with L = 4 in which k = 4 levels are reserved. We pack each
subtree with m = 2 levels together. Three cells in each sub-
tree are stored in the contiguous memory space and aligned
to CPU cache line. Thus a single memory access can always
load two nodes belonging to the same path which reduces

Three storage cells (each 21 bytes)
|

1-byte token

[Ti kv | KV | KV [Ti KV § KV | KV | weeees

T T
A subtree (64 bytes) A subtree (64 bytes)

Fig. 7. The physical storage structure of cache-optimized path hashing
with m = 2.

the number of memory accesses. For example, a query
request occurs in Path-4. When the leaf node 4 in Path-4
does not contain the target item, the node of Path-4 in Level
3 is accessed which produces a cache hit without being
loaded from main memory, since the node has been pre-
feched into caches when reading the leaf node 4. The physi-
cal storage structure is shown in Fig. 7. In a cache line, the
first one byte is the token in which three bits are used to indi-
cate whether the three cells are empty respectively. The
remaining 63 bytes are divided into three equal parts and
thus each cell can store up to 21-byte key-value items.

5 PERFORMANCE EVALUATION

In this section, we evaluate our proposed path hashing by
being compared with existing hashing schemes in terms of
the number of NVM writes, space utilization ratio, and
request latency. We also compare path hashing with cache-
optimized path hashing to show the benefits obtained from
the cache-optimized scheme.

5.1 Experimental Configurations

Since real NVM devices are not available for us yet, we
implement path hashing and existing hashing schemes in
the gem5 [33] full-system simulator with NVMain [34] to
evaluate their performance in the context of NVMs.
NVMain is a timing-accurate main memory simulator for
emerging non-volatile memory technologies. The configura-
tion parameters of the system are shown in Table 2. The sys-
tem has a three-level cache hierarchy. L1 cache is private
and L2 cache is shared. L3 cache is DRAM, whose capacity
is equally partitioned among all the cores [49]. The size of
all cache lines is 64 bytes. Without loss of generality, we
model PCM technologies [50] as the main memory to evalu-
ate path hashing that in fact can be also used in other
NVMs. The read latency of the PCM is 75 ns and the write
latency is 150 ns, like the configurations in [49], [51].

We compare path hashing with existing hashing schemes
described in Section 2.2, i.e., chained hashing, linear prob-
ing, Robin Hood hashing, 2-choice hashing, and cuckoo
hashing. We use three datasets including a random-number
dataset and two real-world datasets as follows.

e RandomNum. We generate the random integer data
ranging from 0-2?0 via a pseudo-random number
generator. We use the randomly generated numbers
as the keys of the items in hash tables. The randomly
generated integer is a commonly used dataset for
evaluating the performance of hashing schemes [25],
[42], [52].

e DocWord. The dataset consists of five text collections
in the form of bags-of-words [53], in which we
use the largest collection, PubMed abstracts, for eva-
luation. PubMed abstracts contains 8.2 million



992 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL.29, NO.5, MAY 2018

TABLE 2
Experimental Configurations

Processor and Cache

CPU 4 cores, X86-64 processor, 2 GHz
Private L1 cache 32 KB, 2-way, LRU, 2-cycle latency
Shared L2 cache 4 MB, 8-way, LRU, 20-cycle latency
Shared L3 cache 32 MB, 8-way, LRU, 50-cycle latency
Memory Controller FCFRFS

Main Memory using PCM
Capacity 16 GB
Read latency 75 ns
Write latency 150 ns

documents and about 730 million words in total. We
use the combinations of document IDs and word IDs
as the keys of the items in hash tables.

e  Fingerprint. The dataset is extracted from MacOS [54],
[55] which contains the daily snapshots of a Mac OS
X server running in an academic computer lab col-
lected by File system and Storage Lab at Stony Brook
University. We use the MD5 fingerprints of data
chunks in MacOS as the keys of the items in hash
tables.

5.2 The Comparisons Among Path Hashing and
Existing Hashing Schemes

52.1 NVM Writes

Only insertion and deletion requests cause the writes to
NVMs. We first insert n items into a hash table and then
delete 0.5n items from this hash table, using the five hashing
schemes respectively. We use the hash tables with 2% cells
for random-number dataset, with 22* cells for DocWord
dataset, and with 2% cells for Fingerprint dataset. Load fac-
tor in hash table is defined as the ratio of the number of the
inserted items to the total number of cells in hash table [25].
We evaluate the performance under two load factors, i.e.,
0.6 and 0.8. The higher load factor naturally produces
higher hash collision ratio. For 2-choice hashing and cuckoo
hashing with a high load factor, many items fail to be
inserted into the hash table due to their low space utiliza-
tions. We store these insertion-failure items in an extra
stash, like ChunkStash [56], and continue to insert other
items. The total number of modified items is normalized to
the total number of requests (i.e., 1.5n), as shown in Fig. 8.

As shown in Fig. 8, chained hashing, linear probing,
Robin Hood hashing, and cuckoo hashing modify extra
items which naturally incur more writes to NVMs. Higher
load factor results in more extra modified items. Among
these hashing schemes, cuckoo hashing needs to modify
most items, due to frequently evicting and rewriting items
during insertion. Linear probing moves many items to deal
with deletion requests especially when the hash table is in a
relatively high load factor, i.e., 0.8. Robin Hood hashing
incurs more writes than linear probing since both its inser-
tion and deletion requests need to move items. Chained
hashing needs to modify the pointers of other items when
inserting and deleting an item in the linked lists. To execute
a deletion/insertion request, path hashing and 2-choice
hashing only write the deleted /inserted item without modi-
fying extra items, which are write-friendly for NVMs.
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Fig. 8. The normalized number of modified items. (“LF-0.6” and “LF-0.8”
mean the load factor (LF) is 0.6 and 0.8 respectively.)

We also evaluate the average number of the written cache
lines to NVM s for each request, as shown in Fig. 9. The aver-
age number of written cache lines is approximatively pro-
portional to the average number of modified items in each
scheme. The average number of written cache lines in the
DocWord dataset is much larger than those of the Random-
Num and Fingerprint datasets due to the larger item size.

5.22 Space Utilization

Space utilization ratio is defined as the load factor of hash
tables when insertion failure occurs. Higher space utiliza-
tion ratio means that more items can be stored in a given-
size hash table, which is a significant parameter in the con-
text of main memory and the caches with limited space. For
chained hashing, a half of memory is used for hash table
positions, and a half for list positions [25]. If the chained
hashing runs out of list positions, the insertion failure
occurs. For cuckoo hashing and 2-choice hashing, we
respectively allocate a stash with the 1 percent size of hash
table, which is not large. Otherwise, linearly searching the
items stored in the stash results in high latency. For cuckoo
hashing, when the number of evictions for an item achieves
100 [52], we store the item into the stash. For 2-choice hash-
ing, when both the two positions of an item are occupied,
we store the items in the stash. When the space of the stash
runs out, the insertion failure occurs. For path hashing,
when all nodes in the two paths for an item are occupied,



ZUO AND HUA: A WRITE-FRIENDLY AND CACHE-OPTIMIZED HASHING SCHEME FOR NON-VOLATILE MEMORY SYSTEMS 993

7.3

N

Chained Linear
E=Robin B 2-choice
|| EH Cuckoo [l Path

w

-

No. of Written Lines
N

o

(a) RandomNum

- PZ Chained Linear

- Robin 2-choice
- Cuckoo Path

No. of Written Lines
O_2NWAUION®WOO

LF-0.6
(b) DocWord

LF-0.8

5
® P2 chained Linear
5 4 | ERobin 2-choice
p EH cuckoo [l Path
g 3 T
E
=90l
=
o]
c1HUNEIEHE
z

0

(c) Fingerprint

Fig. 9. The average number of written cache lines for each request.

the insertion failure occurs. Their space utilization ratios are
shown in Fig. 10.

As shown in Fig. 10, 2-choice hashing has extremely low
space utilization ratio since only two positions for an item
are used to deal with hash collisions, which are easily occu-
pied by other items. Cuckoo hashing obtains higher space
utilization ratio than 2-choice hashing, due to further evict-
ing one of items in the occupied positions when both posi-
tions of an item are occupied. Linear probing and Robin
Hood hashing are not shown in the figure, since they do not
have a fixed space utilization ratio. Their load factors can be
up to 1, while the query performance is close to that of the
linear list. Chained hashing has a high space utilization ratio
since the conflicting items can always link with the lists
until running out of list positions. The space utilization ratio
of our proposed path hashing achieves about 95 percent in
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Fig. 10. Space utilization ratios of hashing schemes.
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Fig. 11. The number of reserved levels versus space utilization ratio.

the three datasets, which is more than that of chained hash-
ing, due to efficiently dealing with hash collisions via posi-
tion sharing and double-path hashing.

5.2.3 The Number of Reserved Levels versus Space
Utilization

As described in Section 3.3, we remove multiple levels in
the bottom of path hashing to reduce the length of the read
path. However, removing the bottom levels also reduces the
number of positions to deal with hash collisions, thus reduc-
ing the space utilization ratio. We hence investigate the rela-
tionship between the number of the reserved levels and
space utilization ratio of path hashing.

As shown in Fig. 11, we observe that reserving a small
part of levels can also achieve a high space utilization ratio
in path hashing. For example, reserving 9 levels achieves
over 92 percent space utilization ratio for a binary tree with
25 levels in the Fingerprint dataset. Reserving 11 levels can
achieve the space utilization ratio close to that of a full
binary tree.

5.2.4 Insertion Latency

We insert the same number of items in the five kinds of hash
tables and store the insertion-failure items in the stashes for
2-choice hashing and cuckoo hashing. We compare the
average insertion latency of different hashing schemes, as
shown in Fig. 12. Cuckoo hashing has the highest insertion
latency, due to frequently evicting and rewriting items. Its
insertion latency dramatically increases with increasing the
load factor from 0.6 to 0.8, since the higher hash collision
ratio causes much more evictions. Robin Hood hashing also
displaces and rewrites multiple items during insertions
which results in high insertion latency. Chained hashing
incurs high insertion latency due to modifying extra items
during insertion. 2-choice hashing has the lowest insertion
latency due to only probing two positions for each insertion.
Path hashing and linear hashing have the low latency close
to 2-choice hashing, due to only probing empty positions
for insertion.

5.2.5 Deletion Latency

We compare the average deletion latency of different hash-
ing schemes, as shown in Fig. 13. We observe that linear
probing has the highest deletion latency due to moving
multiple items when deleting an item, which dramatically
increases with the growing load factor of hash tables. Robin
Hood hashing has much lower deletion latency than linear
probing even though also needing to move items during
deletions. It is because Robin Hood hashing reduces the
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Fig. 12. Average latency of inserting an item.

average probe sequence length of each item during inser-
tions, which results in less items to be moved during dele-
tions. Chained hashing incurs high deletion latency due to
traversing the linked lists and modifying other items. 2-
choice hashing and cuckoo hashing have the low deletion
latency due to only probing two positions. Path hashing has
the slightly higher latency than 2-choice hashing due to
probing multiple positions in several levels. Note that for
cuckoo hashing and 2-choice hashing, we do not evaluate
their delete/query latency to the stash due to only focusing
on the delete/query latency to hash table.

5.2.6 Query Latency

Cuckoo hashing and 2-choice hashing require two memory
accesses for querying an item. The two memory accesses are
independent and can be executed in parallel. To evaluate
their parallel query performance, i.e., P-Cuckoo and P-2-
choice, we only evaluate the second hash query after the
first hash query fails, like the method in [25]. For path hash-
ing, the node accesses in the read paths are also indepen-
dent and can be executed in parallel as descried in Section
3.4. We also evaluate the parallel query performance of path
hashing, i.e., P-Path.

We compare the average query latency of different
hashing schemes, as shown in Fig. 14. We observe that
chained hashing causes the highest query latency, due to
serially accessing the long linked lists which results in
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Fig. 13. Average latency of deleting an item.

multiple random memory accesses. Comparing the results
of the load factors 0.6 and 0.8, higher load factor results in
longer linked lists in chained hashing, thus causing higher
query latency. Linear probing has high query latency due
to scanning the successive table cells, which increases with
the growing of the load factor. Robin Hood hashing has
lower query latency than linear probing due to reducing
the average probe sequence length of each item during
insertions. We observe that P-Cuckoo and P-2-choice have
the lowest query latency due to the constant-scale time
complexity when executed in parallel. Path hashing with-
out parallelism has the higher query latency than cuckoo
hashing due to probing multiple nodes in the read paths,
while being still lower than those of linear probing,
chained hashing, and Robin Hood hashing. Parallel path
hashing (P-Path) has the approximate query latency as P-
Cuckoo and P-2-choice.

5.3 The Comparisons between Path Hashing and
Cache-Optimized Path Hashing

In this section, we compare the original path hashing and
cache-optimized path hashing in terms of request latency.
In the evaluation, we use the RandomNum dataset. Each
key-value item is 21 bytes in which the key is 10-byte
random integer and the value is 11 bytes. Thus cache-
optimized path hashing packs each subtree with 2 levels
together as the illustration described in Section 4 and Fig. 6.
The top level of the hash table used in the evaluation has 22!
cells (L =21). We also investigate the influence of the
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Fig. 14. Average latency of querying an item.

number of the reserved levels on the latency of different
kinds of requests.

5.3.1 Query Latency

To show the benefits of cache-optimized scheme, we evalu-
ate the performance of both positive and negative queries.
For a query, if the target item is found in the hash table, the
query is positive. Otherwise, it is negative. For a positive
query, path hashing probes the two pathes from the top
level to bottom level and stops the probing once finding the
target item. For a negative query, path hashing has to go
through the two paths before finding the target item not
existing in the hash table. The latency of negative query
indicates the worst-case search time in path hashing. We
first insert items in the hash tables until reaching the maxi-
mal load factor, and then respectively perform 1 million
positive queries and 1 million negative queries to evaluate
the average latency of each query. We also evaluate the
query latency when reserving the different numbers of lev-
els in path hashing. The results are shown in Figs. 15 and 16.

Fig. 15 shows the average latency of negative query. We
observe that cache-optimized path hashing reduces the
query latency by 43-49 percent compared with the original
path hashing. The reason is that cache-optimized path hash-
ing packs two cells in the same path into a cache line. When
the first cell is loaded into cache, the second cell is pre-
fetched, which reduces half of memory accesses. We also
observe that the average latency of negative query increases
with the increase of the number of reserved levels for path
hashing. It is because negative query needs to probe all cells

-©-Original
=A-Cache-optimized

Negative Query Latency (us)

The Number of Reserved levels

Fig. 15. The average latency of negative query. (“Original” indicates the
original path hashing without the cache-optimized scheme. “Cache-opti-
mized” indicates the cache-optimized path hashing.)

in the two paths whose lengths are increased when increas-
ing the number of reserved levels.

Fig. 16 shows the average latency of positive query. We
observe that cache-optimized path hashing reduces the
query latency by about 23 percent compared with the origi-
nal path hashing. There are two differences between the
experimental results of positive query and negative query.

First, cache-optimized scheme reduces about 23 percent
positive query latency while reducing near 50 percent nega-
tive query latency. The reason is that cache-optimized
scheme reduces the latency only when the target item exists
in the second-level cell in a subtree with 2 levels for a posi-
tive query. In this case, to find the target item, cache-
optimized path hashing loads only one cache line while the
original path hashing needs to load two cache lines. For a
negative query, both the original and cache-optimized path
hashing need to access the two cells in the same subtree.
Thus the cache-optimized path hashing always reduces
half of memory accesses for a negative query.

Second, the negative query latency increases with the
increase of the number of reserved levels, while the positive
query latency does not change. We have presented the reason
for the negative query above. We below analyze the reason
why the positive query latency does not change. In the path
hashing, most of storage cells are located in the upper levels.
For example, the total number of storage cells in the top 5-8
levels is only 6.25 percent of that in the top 1-4 levels, as
shown in Table 3. Thus for one million queried items in the
positive query test, most of them can be found in the upper
levels and only a few items are in the bottom levels. Hence,
the average latency of positive query is nearly identical when
path hashing has the different numbers of reserved levels.

5.3.2 Insertion Latency

To compare their insertion latency, we insert key-value items
into the path hash tables with the different number of
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Fig. 16. The average latency of positive query.
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TABLE 3
The Number of Storage Cells in a Path Hash Table with L = 21

Levels in path The total number

P t
hashing of storage cells ercentage
The top 1-4 levels 3,932,160 100%
The top 5-8 levels 245,760 6.25%
The top 9-12 levels 15,360 0.39%
The top 13-16 levels 960 0.0244%

reserved levels until reaching their maximum load factors.
The number of inserted items and maximum load factor are
shown in Table 4. The average insertion latency is shown in
Fig. 17. We can observe that cache-optimized path hashing
reduces the insertion latency by about 20 percent compared
with the original path hashing. The reason is that when
accessing a cell in a path, cache-optimized path hashing pre-
fecthes the next cell in the same path. When the first cell is not
empty, cache-optimized path hashing accesses the next cell
without being loaded from main memory, thus reducing the
insertion latency. With the increase of the number of reserved
levels, the average insertion query does not significantly
increase, since most of items are inserted in the upper levels.

5.3.3 Deletion Latency

To compare their deletion latency, we first insert key-value
items into the path hash tables until reaching their maxi-
mum load factors. We then remove one million items exist-
ing in the hash tables. The average deletion latency is
shown in Fig. 18. We can observe that cache-optimized path
hashing reduces the deletion latency by about 23 percent
compared with the original path hashing. The deletion
latency is nearly identical to the positive query latency
shown in Fig. 16, since the deletion operation is similar to
the query operation, which first queries the location of the
cell storing the target item and then removes the item by set-
ting the token of the cell to ‘0.

6 RELATED WORK

As emerging NVMs become promising to play an important
role in the memory hierarchy, e.g., main memory and
caches. The changes of the memory characteristics bring the
challenges to the in-memory or in-cache data structure
design. In order to efficiently adapt to the new memory
characteristics and support hardware-software co-design in
memory systems, data structures have been improved to
enhance the endurance and performance of NVM systems.
Existing work has mainly focused on the tree-based data
structures stored in NVMs. Chen et al. [8] propose
unsorted-node schemes to improve B'-tree algorithm for

TABLE 4
The Number of Inserted ltems in a Path Hash Table with L = 21
Path hashing No. of . No. qf Max. load
storage cells  inserted items factor
Reserved 4 levels 3,932,160 2,764,308 0.703
Reserved 8 levels 4,177,920 3,856,220 0.923
Reserved 12 levels 4,193,280 3,971,036 0.947
Reserved 16 levels 4,194,240 3,988,722 0.951
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Fig. 17. The average insertion latency.

PCM. They show that the use of unsorted nodes, instead of
sorted nodes in B'-tree, can reduce PCM writes. Chi
et al. [10] observe that using unsorted nodes in B*-tree suf-
fers from several problems, e.g., CPU-costly for insertion
and wasting space for deletion. They further improve
Bt-tree algorithm for NVMs via three techniques including
the sub-balanced unsorted node, overflow node, and merg-
ing factor schemes. CDDS B-Tree [2] and NV-Tree [9] aim to
reduce the consistency cost of B-tree when maintained in
NVMs. Chen et al. [11] propose wB*-tree to minimize the
movement of index entries from insertion and deletion
requests by achieving write atomicity, thus reducing the
extra NVM writes. Oukid et al. [57] consider B*-tree in a
hybrid NVM-DRAM main memory and propose the FP-
tree, in which the leaf nodes of Bf-tree are persisted in
NVM while the inner nodes are stored in DRAM to deliver
high performance. Lee et al. [58] focus on the radix tree data
structure and analyze the limitations of the radix tree for
NVMs. They then propose the WORT (Write Optimal Radix
Tree) to eliminate the duplicate-copy writes for logging or
copy-on-write in the radix tree.

Hashing-based data structures are also popular and
widely used to construct the index and lookup table in
main memory (e.g., main memory databases) [15], [24],
[42] and caches [39], [59]. Debnath et al. [60] propose a
PCM-friendly cuckoo hashing variant called PFHB which
modifies cuckoo hashing to allow the eviction operations
at most once and uses an extra stash to store the insertion-
failure items. PFHB reduces the writes of cuckoo hashing
to PCM at the expense of significantly reducing the
lookup performance. Our work investigates the influence
of hashing-based data structures on the writes to NVMs,
and proposes a write-friendly hashing scheme, path hash-
ing, which allows insertion and deletion requests of hash
table do not cause any extra writes to NVMs while deliv-
ers high performance in terms of space utilization and
request latency.
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7 CONCLUSION AND FUTURE WORK

In this paper, we propose a cost-efficient write-friendly
hashing scheme, called path hashing, for NVMs to mini-
mize the NVM writes while maintaining high performance
of hash tables. Path hashing leverages position sharing tech-
nique to deal with hash collisions without extra NVM
writes, and double-path hashing and path shortening tech-
niques to deliver high performance in terms of space utiliza-
tion and request latency. To improve the cache efficiency of
path hashing, we propose a cache-optimized path hashing
to pack multiple cells in the same path together and store
them into one cache line, which reduces the number of
memory accesses to obtain higher performance. We have
implemented path hashing and evaluated it in gem5 with
NVMain using a random-number dataset and two real-
world datasets. Extensive experimental results show that
path hashing incurs no extra NVM writes, and achieves up
to 95 percent space utilization ratio as well as low request
latency, compared with existing state-of-the-art hashing
schemes.

With the non-volatility property, NVMs are expected to
persist data structures as persistent memory for instanta-
neous failure recovery. In that case, it is essential to guaran-
tee the consistency of data structures on persistent memory.
Our future work will consider to design persistent hashing-
based data structures for persistent memory.
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